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Abstract

Community-based question-answering (CQA) services
contribute to solving many difficult questions we have.
For each question in such services, one best answer can
be designated, among all answers, often by the asker.
However, many questions on typical CQA sites are left
without a best answer even if when good candidates are
available. In this paper, we attempt to address the prob-
lem of predicting if an answer may be selected as the
best answer, based on learning from labeled data. The
key tasks include designing features measuring impor-
tant aspects of an answer and identifying the most im-
portance features. Experiments with a Stack Overflow
dataset show that the contextual information among the
answers should be the most important factor to consider.

Introduction

Community-based question-answering (CQA) services help
people solve many difficult questions. The importance and
huge societal impact of such services are evidenced by
the heavy traffic observed on popular CQA sites like Ya-
hoo Answers (answers.yahoo.com), Baidu Zhidao (zhi-
dao.baidu.com), and Stack Overflow (stackoverflow.com).
On a CQA site, a person (the asker) posts a question and
waits for answers from other users (the answerers). If multi-
ple answers are provided, the asker can select the most suit-
able one, which is called the accepted answer or the best

answer. Questions that do not have a designated best an-
swer are stamped as ”not-answered”. Not every asker always
selects the best answer for his/her question. This could be
simply due to lack of action, or due to the difficulties in de-
ciding on the best answer. As a result, many questions are
left as ”not-answered” (e.g., see (Yang et al. 2011)). Not-
answered questions do not facilitate knowledge exchange, as
other users would hesitate to rely on them for information,
given their ”not-answered” labels, even if in reality there
may be many good candidate answers posted. Some sites
also delete such not-answered questions after certain time of
their posting, resulting in lost knowledge if there is indeed
a suitable answer posted already. Towards addressing these
problems, this paper focuses on learning from labeled data
to predict whether an answer should be selected as the best
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answer. The study on best answer prediction can also con-
tribute to the understanding of answer quality and help users
improve their answers.

For a candidate answer Ac to be considered as the best
answer, in general three factors need to be assessed: (1)
the quality of the answer content (e.g., its readability); (2)
whether the answer contributes to solving the given question
Q; and (3) how it competes with other answers Ai. These are
schematically illustrated in Figure 1). We call the third factor
contextual information since it is relative in nature. While
there have been some reported studies ((Adamic et al. 2008;
Shah and Pomerantz 2010; Blooma, Chua, and Goh 2010),
to be detailed in the next section) on predicting the best an-
swer, it remains to be fully explored to consider all these fac-
tors coherently and to evaluate the importance of the contex-
tual information in solving the problem. This is the objective
of this study.
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Figure 1: It illustrates three factors in assessing the likeli-
hood of an answer Ac under consideration as the best an-
swer: the dash-lined rectangle indicates the answer set to the
question Q. fA↔Q is the set of features measuring relevance
of Ac to Q, fA is the set of features measuring the inherent
quality of Ac, and fA↔A is the set of features measuring the
competition between Ac and the other answers A0, · · · , AN .

The major contribution of the work is twofold. Firstly,
based on the analysis of a large CQA dataset, we designed
features to measure the three key factors in selecting the
best answer, especially contextual information. Secondly,
through designing and evaluating a learning approach using
these features to predict whether an answer may be selected
as the best answer, we studied the importance of the factors
based on their contribution to making the correct prediction.
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Related Work

There are a few related studies in the literature. Liu et al.

worked on predicting the asker’s satisfaction with the an-
swers (Liu, Bian, and Agichtein 2008). The features used
do not measure contextual information among the answers.
Harper et al. studied answer quality by answering two re-
search questions: how the answer quality in different CQA
sites is different from each other and how askers receive
better answers (Harper et al. 2008). They found that fee-
based CQA sites are more likely to receive high quality an-
swers. Jeon et al. continued to work on the further effect
of price on answer quality in fee-based CQA sites (Jeon,
Kim, and Chen 2010). For the answer quality in different
CQA sites, Fichman also made a detailed comparison (Fich-
man 2011). Shah et al. worked on the best answer prediction
(Shah and Pomerantz 2010). In their work, they extracted
features which contain information from the questions, the
answers, and the users. But there is no consideration on the
relationship between the answers and the questions, or rela-
tionship among the answers. This is the same case with the
work in (Blooma, Chua, and Goh 2010). Yang et al. worked
on predicting whether a question will receive the best an-
swer and analyzed which factors contribute to solving the
problem (Yang et al. 2011). Adamic et al. studied activity
characteristics and mentioned how to predict whether one
answer is the best answer given the question with its an-
swers (Adamic et al. 2008), using content feature proposed
in (Agichtein et al. 2008). In both cases, not all the factors
were considered and especially the contextual information
among the answers was not explicitly employed.

Stack Overflow Description

This study is based on Stack Overflow, a CQA site for com-
puter programming, which was selected for its good quality
control on the questions (and accordingly the answers) since
any post unrelated to programming will be deleted automat-
ically or via voting by senior users. Each question has three
main parts: title, body and tags. In the body part, askers can
describe their problems in detail. They may use figures or
URL links etc. For tags, they may choose at most five ex-
isting terms that are most related to the question, or they
can create new tags. Each question may receive multiple an-
swers. For each question or answer, users can add comments

to further discuss it. If one comment is good for solving the
problem, it will be awarded with a score which shows in
front of the comment. For each post (a question or an an-
swer), it will have upvotes or downvotes from senior users
and the corresponding askers or answerers will earn or lose
reputation correspondingly. For a question, after it receives
multiple answers, the asker can select one which in his or
her opinion is most suitable for his or her question. The se-
lected answer is called Accepted Answer, which is used in
this study interchangeably as the best answer. Figure 2 illus-
trates one sample on Stack Overflow.

The dataset we used in this paper was downloaded from
Stack Overflow for questions and answers posted before Au-
gust 2012. The original dataset has contains 3,453,742 ques-
tions and 6,858,133 answers. In our experiment, we first se-

Figure 2: This is a sample to show the questions and answers
on Stack Overflow site.

lect questions posted in June 2011 and then track all the an-
swers or comments until August 2012. That is, each question
was posted for more than one full years before the answers
were collected. In this way, we may assume that all the ques-
tions were given enough time to gather good answers. This
resulted in a subset of 103,793 questions and 196,145 an-
swers, on which the later experimental results were based.

Features Description

As described above, our goal is to predict whether an an-
swer will be selected as the best answer. We now design
features for a given answer (with its corresponding ques-
tion and other answers). The questions and answers are first
preprocessed via standard procedures as illustrated in Fig-
ure 3, where the original text streams (sentences) are rep-
resented by the vector-space unigram model with TF-IDF
weights (Shtok et al. 2012). In subsequent discussion, this
pre-process result will contribute to the extraction of the fol-
lowing features (Table 1), corresponding to the three factors
(Figure 1) discussed previously.

Answer Context: fA↔A

To describe the context information, we use three features:
similarity between the answer Ac under consideration and
other answers Ai to the same question, the number of Ai,
and the order Ac was created ans index (e.g. by sorting the
creation time, we know that Ac is the 4th answer to its ques-
tion). The similarity feature has three dimensions: average,
minimum and maximum similarity between Ac and Ai as
defined below:

ave Ans sim =

�
i�=c

sim(Ac, Ai)

num(Ai�=c)
(1)

min Ans sim = min
i �=c

sim(Ac, Ai) (2)

max Ans sim = max
i �=c

sim(Ac, Ai) (3)
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Figure 3: This figure shows the process to compute the simi-
larity between two sentences. Part A is the pre-process mod-
ule which is used in Part B. Part B is the flow chart to show
how to compute the similarity.

where sim(·, ·) is the cosine similarity as in Figure 3 and
num(Ai �=c) is the total number of other answers Ai.

Question-Answer relationship: fA↔Q

This group of features are based on the similarity between
Ac and Q, which is sim(Ac, Q), and also the time lag be-
tween the postings of the question and the answer, which
is timeSlot(Ac, Q). Since each question consists of a title
and a body, to compute the similarity, we combine the title
and the body before calculating the cosine similarity. Be-
cause the question can receive an answer at any time if it is
not locked or closed, the time lapse between question and
answer varies dramatically (e.g., from a few seconds to one
year in our data). Thus, we represent this lag using logarithm
scale.

QA sim = sim(Ac, Q) (4)
timeSlot = timeSlot(Ac, Q) (5)

Answer content: fA
To describe the content quality of an answer, multiple fea-
tures are defined below:
• Features from the answer body: the length of answer

body, whether it has illustration pictures/codes, whether
it refers to other web pages using URL, etc. Moreover,
if one answer has a clear paragraph structure instead of
messing everything up into one paragraph, it will be easy
to read and then likely to be selected as a best answer.
Thus, the readability of the answer also affects whether
the answer will be selected as best answer and we define
it as features related with paragraph length (Eq.6).

readability = [max
i

(Li),
1

M

M�

i=1

Li] (6)

where Li is the length of ith paragraph of the answer and
M is the total number of paragraphs.

• Features from an answer’s comments: The features are the
number and average score of the comments and the vari-
ance of the scores.

Table 1 summarizes the above three types of features. To-
gether, we compute a 16-dimensional feature vector for a
candidate answer under consideration.

Prediction via Classification

With the features extracted for a candidate answer, we pre-
dict if it may be selected as the best answer through learn-
ing a classifier using labelled data: feature vectors corre-
sponding to best answers and non-best-answers according
to the ground-truth are used to learn a 2-class classifier.
The classifier we used is based on the random forest algo-
rithm(Breiman 2001). Random forest is an efficient algo-
rithm to classify large dataset. It also provides an efficient
approach to computing feature importance, which is useful
for us to analyze the importance of each feature Table 1.

Table 1: Features designed for an answer Ac to a question
Q. Ai are other answers to Q.

group index symbol feature description
0,1 ave comment,

var comment

they are the average and
variance of the scores of
the comments to Ac.

2 comment num Ac’s comments number.
fA 3, 4,

5
URL tag, pic,

code

they show whether Ac

has a URL tag, illustra-
tion figures, or codes.

6 ans len it is the length of Ac.
7, 8 readability they show whether Ac is

easy to read, see Eq.6
9 QA sim the similarity between

Ac and Q. (Figure 3).
fA↔Q 10 timeSlot the difference between

Ac’s creation time and
Q’s.

11,
12,
13

ave Ans sim,

min Ans sim,

max Ans sim

the average, minimum,
maximum of similarities
between Ac and Ai.

fA↔A 14 competitor num the number of Ai.
15 ans index the order that Ac was

created. E.g. it is the 2nd
answer to the question.

Experimental Results

The experiments were based on the Stack Overflow dataset
described earlier. Among the 103,793 questions and 196,145
answers used, there are 4,950 questions that do not have
any answer and 45,715 questions with only one answers.
For questions with only one, 16,986 of them have no best
answers while 28,729 having the best answers. We used all
196,145 answers in our experiment, with the best answers as
positive samples and the negative samples being the answers
that are not best answers.

We use random forest classifier to do classification and
twofold cross-validation. The average accuracy is shown in
Table 2. We emphasize that the focus of this study is on an-
alyzing only features extracted from the questions and an-
swers without using user-specific information. User-specific
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Figure 4: The distribution of feature importances. The bars
correspond to 16 features defined in Table 1, respectively.

information, when available, can be used to further improve
the performance as done in (Yang et al. 2011).

The distribution of the feature importance is shown in Fig-
ure 4. Both Figure 4 and Table 2 indicate that features from
the answer context fA↔A contribute the most. We also com-
pute the average feature importance from the three groups
of features. For features from the answer context, the av-
erage feature importance is 0.1202. For the features from
the question-answer relationship, the average feature impor-
tance is 0.05871. For the features from the answer content,
the average feature importance is 0.03128. This also shows
the importance of fA↔A. In the following, we discuss fea-
ture importances based on Figure 4, respectively.

Table 2: Prediction accuracy for different feature groups.
fA↔A, fA↔Q, fA are three groups of features we described
in the previous sections.

Features fA↔A fA↔Q fA all
Accuracy 70.71% 60.27% 65.59% 72.27%

In the group fA↔A, the most important feature is competi-

tor num. This suggests that the more competitors the answer
Ac has, the less likely is may be selected as the best answer.
The feature min Ans sim has slightly less but comparable
importance as competitor num. This shows that the best an-
swer is usually most different from the others. However it
does not mean the best answer and the competitors should
be totally different. Since all the answers aim at answering
the same questions, they also should have similarity. We can
see this from the importance of ave Ans sim.

In the group fA↔Q, the feature timeSlot contributes
more than the feature QA sim. This shows that earlier an-
swers have a higher chance to be selected as the best answer.

Within the group fA, comment num and ans len con-
tribute more than the others. This suggests that the best an-
swer is usually the one with more details and comments.
This is reasonable and intuitive. The readability feature
also contributes significantly, suggesting that answers that
are easy to read are likely to be selected.

Conclusion and Future work

We studied the problem of predicting the best answer on
CQA sites. Our experiments and analysis with a reasonably

large dataset have shown that some features, and in partic-
ular those reflecting the contextual information among the
answers, are more important for the task. The results also
suggest that the features designed in the paper appear to be
able to do the job reasonably well. In the future, we plan to
study the importance of user-centric information (e.g., usage
history, location etc.) for the prediction problem.
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